
Extraction, Evaluation and Integration of Lexical-Semantic
Relations for the Automated Construction of a Lexical Ontology

Tonio Wandmacher, Ekaterina Ovchinnikova, Ulf Krumnack, Henrik Dittmann

Artificial Intelligence group
Institut für Kognitionswissenschaft
Universität Osnabrück, Germany

Email: {firstname.lastname}@uni-osnabrueck.de

Abstract

Several approaches for extracting semantic relations
from various types of resources have been proposed
during the last years. While already of great value
when used separately, combining these techniques
promises to lead to even broader and more reliable
results. However, divergent information may occur
when assembling such data. We present LexO, a
framework for integrating semantic relations from dif-
ferent sources into an ontological structure. We pro-
vide different methods for assigning confidence values
to the input data as well as mechanisms to detect and
resolve inconsistencies. The present paper focuses on
lexical-semantic relations, but the approach presented
is extensible to include new kinds of data sources as
well as further types of relations.

1 Introduction

The construction of ontologies is considered essen-
tial not only in the development of the semantic web
but also for a growing number of natural language
processing (NLP) tasks such as word sense disam-
biguation, automatic semantic annotation of docu-
ments, question answering, machine translation and
anaphora resolution.

Whereas most ontologies are constructed for a
given domain and contain relations between concepts,
a lexical ontology is intended to provide structured
information on words of a given language and their
semantic relatedness; meaning is encoded by relating
a given lexical item to others. Also, the main goal of
a lexical ontology is not to store general encyclope-
dic or ontological knowledge, but to serve as common
database, assembling lexical and semantic informa-
tion.

In the past years a number of projects have been
presented that try to achieve this goal, of which
the most prominent one is the Princeton WordNet
(Fellbaum 1998). It represents domain independent,
lexical-semantic knowledge in a network-like structure
which makes taxonomic relationships explicit. How-
ever, it cannot be considered as an ontology in the for-
mal sense, since the relations are based on linguistic
evidence rather than on formal ontological principles,
and it does not guarantee any kind of consistency (cf.
(Oltramari et al. 2002) for examples of ontological in-
consistencies in WordNet).

The main problem, however, remains data cover-
age. Even though WordNet and its cousins are con-
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sidered as broad coverage resources, many NLP ap-
plications run into problems of data sparsity when re-
lying on such resources only, which are all developed
manually at great cost. A possible solution to the
sparsity problem present automatic extraction pro-
cedures. In the past years a lot of automated ap-
proaches have been presented to extract ontological
knowledge from text or even structured data (for an
overview cf. Maedche 2002 or Cimiano 2006). The
main problem of these approaches however is their re-
liability; as every unsupervised procedure, they also
extract noise. A way to overcome the problems of
low coverage and low data quality is the cumulation
of evidence. When many available resources and ex-
traction procedures are exploited at the same time,
reliable relations can be distinguished from noise, if
practical measures to estimate the confidence of each
relation are provided.

To our knowledge however, no bigger attempt has
been made to realize this idea. The approach de-
scribed by Cimiano et al. (2005) has gone in this di-
rection by integrating taxonomic relations from differ-
ent ontology learning paradigms. Another interesting
work (Snow et al. 2006) presents an algorithm to in-
duce a domain-independent taxonomy from heteroge-
nous resources by defining several constraints on the
resulting structure. However these approaches only
consider is-a relations, and they have only been ap-
plied on a small scale.

The LexO project that we present here, aims at
integrating any kind of lexical-semantic relation from
automated extraction procedures and already exist-
ing, freely accessible lexical resources. Information
from various origins is cumulated and integrated in
a way which makes it possible to identify reliable re-
lations. These relations will form a set of hypothe-
ses from which an ontology is constructed. Our ap-
proach is highly automated. We present an elaborate
measure to estimate the confidence for each incoming
relation hypothesis. Our confidence measure takes
into account the a priori confidence of the respective
resource, semantic similarity between the connected
terms and structural evidence from the already ex-
isting data. The ontology construction itself is auto-
mated as well, we define structural consistency condi-
tions which have to be assured by the ontology to be
constructed from the assembled relation hypotheses.

Although our work is focused on the creation of a
lexical ontology for the German language, the over-
all approach is in principle language neutral: Meth-
ods to extract semantic relations have of course to
be designed for an individual language, but they can
easily be adapted to other languages. There might
also exist other lexical-semantic resources to exploit;
our framework takes advantage of any lexical resource
and extraction method, as long as it can provide bi-
nary relations. Moreover, the types of relation are not
fixed either; every relation can be modeled as long as



a resource is able to provide it.
At present, LexO comprises 975,570 rela-

tion entries (synonymy, hyponymy, meronymy and
antonymy) over 121,593 unique words (types). So far,
we make use of the following resources: Wiktionary,
OpenThesaurus (Naber 2005), Projekt Deutscher
Wortschatz 1, an (unsupervised) translation of Word-
Net and an automatic extraction method, looking for
lexico-syntactic patterns on the web (similar to Cimi-
ano & Staab 2004).

Since the LexO project is in an early stage of de-
velopment, we cannot present an overall evaluation
of our methods and the hereby constructed ontology
yet. The aim of this paper is to present measures
to evaluate the confidence of automatically extracted
lexical-semantic relations and to describe a way to
integrate these relations in a consistent manner.

The paper is structured as follows: In section 2
we give an overview on methods and resources pro-
viding lexical-semantic relations, we then (section 3)
describe measures to estimate the confidence of these
relations, in section 4 we deal with the problem of
word senses and formulate consistency conditions for
the resulting ontological structure, and in section 5
we present the overall architecture of the LexO sys-
tem and describe possible evaluation scenarios. In the
final section we then discuss open issues and describe
the following steps of our work.

2 Obtaining semantic relations

Semantic relations between some items are relations
between meanings of this items; lexical-semantic re-
lations are thus relations between meanings of words
(cf. Cruse 1986). The term lexical ontology (LO) is
rather underspecified in the existing literature. Usu-
ally it means that words of a particular language
(rather then abstract concepts) are formally defined
and connected with each other by lexical-semantic re-
lations such as synonymy, hyponymy or meronymy.
WordNet is considered to be the most typical exam-
ple of LO. In the LexO framework, a lexical ontology
is a set of relations over a domain of words or word
senses (unlike WordNet, where relations can hold be-
tween synsets). Every relation is a set of pairs of
objects from the domain.

While LexO aims at collecting various kinds of
relations, this paper focuses on lexical-semantic rela-
tions, i.e. relations that are founded on the meaning
of words rather than on their form. This section de-
scribes different techniques to obtain such relations
from various resources.

2.1 Existing approaches in ontology learning

In the past few years a variety of approaches has been
presented that aim at extracting conceptual knowl-
edge from unstructured and semi-structured data.
These approaches receive a growing importance in the
ontology building process, since for many semantic
web as well as NLP applications the amount of avail-
able knowledge is crucial. Since these methods are
unsupervised, their output is usually rather noisy.

So far, most of the approaches are light-weight
from a logical point of view; they return logically sim-
ple constructions such as concepts, instances, taxo-
nomic relations and other general relations (e.g. part-
of or author-of). Current methods basically make use
of three strategies (or combinations of these):

1. Distributional information: The co-occurrence of
terms within a given context or document is an

1http://wortschatz.uni-leipzig.de/

important hint for their conceptual relatedness.
Moreover, two terms will be similar in meaning
if they tend to occur with the same neighbors
(2nd order cooccurrence). Different distribu-
tional methods (e.g. collocation analysis or La-
tent Semantic Analysis, Deerwester et al. 1990)
give a distance measure between two terms that
can be used to represent semantic relatedness.
Even though this cannot help labeling the type
of relation, it gives a reliable clue that can be fur-
ther used. Clustering techniques for example use
this information to form sets of related terms.
In hierarchical clustering procedures, these sets
of terms are arranged in a hierarchical fashion.
The hereby generated cluster hierarchy can be
the base for a taxonomical structure, i.e. a hier-
archy of concepts. Approaches that use this kind
of strategy are for example described by Cara-
ballo (1999) or Cimiano & Staab (2005).

2. Lexico-syntactic patterns: The second strategy
basically relies on lexico-syntactic patterns, the
so-called Hearst patterns (Hearst 1992). Here,
a text corpus is scanned for characteristic recur-
ring word combinations, typically containing a
semantic relation between two terms (e.g. [w2,
such as w1] → hyponym(w1, w2)). These ap-
proaches however usually suffer from data spar-
sity, since many word combinations cannot be
found in even large corpora. To cope with this
fact, efforts been made to harvest these patterns
on the web (cf. Brin 1998, Etzioni et al. 2004 or
Cimiano & Staab 2004).

3. Syntactic and morphosyntactic information: Fi-
nally linguistic structures like verb frames and
modifier constructions can help extracting con-
ceptual relations. For example, it is easy to infer
a hyponymy relation between car ferry and ferry,
since car is here a modifier of ferry (cf. Buite-
laar et al. 2004). Moreover, from the analysis of
dependency paths in syntactic derivations, reli-
able relations can be learned (Katrenko & Adri-
aans 2006), other methods make use of predicate-
argument relations (e.g. Faure & Nédellec 1998).
For the extraction of nontaxonomic relations the
analysis of selectional preferences of verbs can be
very helpful (Wagner 2000).

Techniques based on these strategies can be found
in many ontology learning systems, such as Snow-
ball (Agichtein & Gravano 2000), OntoLearn (Navigli
& Velardi 2004), OntoLT (Buitelaar, Olejnik & Sin-
tek 2004), and Text2Onto (Cimiano & Völker 2005).
Most of these systems are concerned with the extrac-
tion of the relevant terminology (from which they
deduce the respective classes), with the derivation
of subsumption relations and with some basic non-
taxonomic relations.

2.2 Automatic translation of WordNet

A rich source of relational lexical information are
wordnets, especially the English WordNet. WordNet
represents knowledge in form of a lexical network.
Its organizing units are sets of synonyms (so-called
synsets), representing word meanings. Two kinds of
relations can be distinguished: a) relations connect-
ing individual lexical items and b) relations connect-
ing synsets and thus providing a statement indirectly
via the synonymy relation. Both kinds of relations
can be used as input for LexO.

Although nowadays wordnets exist for many lan-
guages,2 their benefit often is restricted due to lim-

2A current list is maintained by the Global WordNet Association
at http://www.globalwordnet.org/gwa/wordnet_table.htm



ited size or license issues, like the German GermaNet
(Hamp & Feldweg 1997), which is protected. There-
fore in our context, a translation of the English Word-
Net can be a promising alternative. There have been a
number of approaches that use bilingual dictionaries
to apply automatic and semi-automatic methods to
translate WordNet into different languages (e.g. Span-
ish (Knight & Luk 1994), Japanese (Okumura & Hovy
1994) or Arabic (Khan & Hovy 1997)). Most prob-
lems in such approaches are caused by polysemy, mis-
matches between the bilingual dictionary and Word-
Net, as well as mismatches in the lexicalization be-
tween the languages.

Various techniques have been proposed to deal
with ambiguities that arise when mapping dictionary
entries to WordNet synsets (cf. Atserias et al. 1997).
They are based on additional information from Word-
Net and the dictionary such as part-of-speech, alter-
native translations, domain markers, syntactic and
semantic annotation or frequency information. Con-
sider for example the synset

{plant, flora, plant life}
and a dictionary entry of the form

plant → Pflanze [bot.]; Werk

There are two different translations for plant,3 but
as plant is polysemous in WordNet, it is not clear,
which translation should be mapped to the synset.
Here a human can use the domain marker [bot.] to
disambiguate the translation. To make this strategy
available for automatic translation methods, WordNet
has to be annotated with the domain markers of the
dictionary, a feasible task, as there are usually only
few domain markers in use.

An alternative strategy to translate synsets with
more than one element is to collect the translations
for every word in the synset and consider their inter-
section. In the above example this means to look at
the following entries:

flora → Flora, Pflanzenwelt [biol.]
plant life → Pflanzenwelt

Here Pflanzenwelt seems to be a promising trans-
lation for the synset (this assumption is further
strengthened by the fact that plant life is monose-
mous in WordNet). However, in many cases the
intersection is empty, but there are translations
that are semantically similar. Given a measure for
semantic similarity of words in the target language,
this can be used in cases when a common translation
is missing.

In most cases such disambiguation techniques do
not lead to a definitive selection but rather rank the
alternatives. In the context of our work, such a rank-
ing can be used to assign a confidence score to induced
relation hypotheses.

There is some agreement that an automatic trans-
lation will not result in a ready-to-use WordNet for the
target language. However, for our approach, relations
stemming from such a translation process, annotated
with confidence values, are valuable input material.
Once an initial lexical ontology is constructed for the
target language, it can be used to foster the disam-
biguation process, providing in turn more confident
hypotheses.

2.3 Obtaining relations from electronic dic-
tionaries and thesauri

In recent years, many lexical resources have been
made electronically available. A lot of these provide

3Pflanze: ’botanical plant’; Werk : ’factory’/’work’

free access over the internet and often have liberal
licenses governing their use and re-distribution. We
present three examples for German.

The Wiktionary project is an offshoot of
Wikipedia4, the well-known open encyclopedia. On-
line since 2002, the site provides dictionaries for a
large number of languages. Each of these may con-
tain entries from any language, which are explained
in the language of the respective dictionary. Like
its sister project, Wiktionary is a collaborative ef-
fort where basically everyone can participate in its
construction. Often such a dictionary’s base is as-
sembled by automatic extraction from other publicly
available sources, however. The German Wiktionary
has been online since 2004 and currently has 55,000
entries for all languages, of which more than 40% are
for German words.

A Wiktionary entry for a given word may com-
prise all kinds of lexical information, such as phonet-
ics, morphological properties, etymology, word senses
and semantic relations (e.g., synonyms, antonyms
and hypo-/hyperonyms). At present, we extract
all lexical-semantic relations between German words
that can be identified through the page structure and
markup, taking note of word senses whenever they
are present in the resource.

The project OpenThesaurus (Naber 2005) has
been online since 2003. A freely accessible and mod-
ifiable resource for the German language, OpenThe-
saurus is primarily structured through groups of syn-
onyms. The project aims at organizing these groups
in a hierarchical WordNet-like (Fellbaum 1998) man-
ner, starting from a small range of top-level con-
cepts. In doing this, hypo-/hyperonym relationships
are added between the synonym groups. However, to
date only a fraction of groups have been attached to
the hierarchy. OpenThesaurus provides its data in a
variety of formats, such as a plain database dump or
a plug-in to OpenOffice.

The Projekt Deutscher Wortschatz 5 at the Uni-
versität Leipzig is a monolingual German dictionary,
comprising more than 9 million full (i.e., inflected)
forms and multi word units. The dictionary is largely
based on automatic extraction methods for corpora
in conjunction with reviewing and editing by human
experts and has more restrictive terms of use than the
previous examples.

For a given word, information is provided on gram-
matical status, frequency, topical domain(s) and se-
mantic relations. Example phrases and automatically
calculated co-occurrences and collocations are pro-
vided as well. This data is available through either a
web interface or a number of web services for auto-
mated retrieval.

The example in table 1 shows the relations for the
noun Stern (’star’), as extracted from the resources
mentioned above.

3 Calculating confidence

Estimating the reliability of a given relation is a non-
trivial problem for an automated approach, but it
is crucial to have such a measure in order to build
up an ontology of high quality. In the following we
show how we calculate our confidence scores, which
are comprised of a local confidence value for a given
relation as provided by its resource, the overall reli-
ability of its resource, structural criteria and an au-
tomatically calculated similarity score. For this pur-
pose we make use of Latent Semantic Analysis (LSA),
a vector-based method which has been shown to give
reliable estimates on semantic similarity.

4http://www.wikipedia.org
5http://wortschatz.uni-leipzig.de



OpenThesaurus Wiktionary Wortschatz Projekt
synonym(Stern1, Asterisk) hyponym(Sterna, Himmelskörper) synonym(Stern, Filmstar)
synonym(Stern1, Asteriskus) synonym(Sterna, Gestirn) synonym(Stern, Gestirn)
synonym(Stern1, Sternchen) synonym(Sterna, Fixstern) synonym(Stern, Star)
hyponym(Stern2, Gestirn) hyponym(Sternb, Symbol) synonym(Stern, Planet)
hyponym(Stern2, Himmelskörper) synonym(Sternb, Asterisk) hyponym(Stern, Gestirn)
synonym(Stern2, Fixstern) synonym(Sternb, Sternchen) hyponym(Stern, Himmelskörper)
synonym(Stern3, Star) hyponym(Sternc, Mensch) hyponym(Stern, Schmuck)
... hyponym(Sternc, Kosewort) ...
... ... ...

Table 1: Relations for Stern (’star’) from Wiktionary, OpenThesaurus and Wortschatz.

3.1 LSA-based semantic similarity

Since the early 1990s, Latent Semantic Analysis
(LSA) has become a well-known technique in NLP.
When it was first presented by Deerwester et al.
(1990), it aimed mainly at improving the vector space
model in information retrieval, but in the meantime
it has become a helpful tool in NLP as well as in cog-
nitive science (cf. Landauer & Dumais 1997). LSA
has been shown to give reliable estimates for the se-
mantic similarity between two terms, and it has also
been used to enhance automatic hyponymy extrac-
tion techniques (Cederberg & Widdows 2003). If two
terms receive a high LSA similarity value, they will be
somehow semantically related, however LSA cannot
determine the kind of relation (Wandmacher 2005).

The LSA model is based on the vector space model
from information retrieval (IR) (Salton & McGill
1983). Here, a given corpus of text is first trans-
formed into a term×context matrix A, displaying the
occurrences of each word in each context. Usually,
this matrix is then weighted by one of the standard
weighting methods used in information retrieval (c.f.
Salton & McGill 1983). The decisive step in the LSA
process is then a singular value decomposition (SVD)
of the weighted matrix. Thereby the original matrix
A is decomposed as follows:

SVD(A) = UΣV T (1)

The matrices U and V consist of the eigenvectors
of the columns and rows of A. Σ is a diagonal matrix,
containing in descending order the singular values of
A. By only keeping the k strongest (k usually being
100 to 300) eigenvectors of either U or V , a so-called
semantic space can be constructed for the terms or
the contexts, respectively. Each term or each context
then corresponds to a vector of k dimensions, whose
distance to others can be compared by a standard
vector distance measure. In most LSA approaches
the cosine measure is used.

We use a slightly different setting, close to the one
described by Schütze (1998) and Cederberg & Wid-
dows (2003), where the original matrix is not based on
occurrences of terms in documents, but on other cooc-
curing terms (term×term-matrix). We thus count
the frequency with which a given term occurs with
others in a predefined context window (±10 − 100
words). After applying singular value decomposition,
each word is represented as a vector of k dimensions,
and for every word pair wi, wj of our vocabulary we
can calculate a similarity value Sim(wi, wj), based on
the cosine between their respective vectors.

3.2 Local resource confidence (LRC)

When combining relations from different sources, not
all of them will be equally reliable. Depending on the
type of resource in question, relations can be already
equipped with a confidence value. For example, an ex-
traction technique matching lexico-syntactic patterns

on the web counts the number of matches for two
words wi and wj and a given pattern π ([wi π wj ]).
When this value is normalized by the maximum fre-
quency of [wi π], each extracted relation triple tk in
resource r can be assigned a local resource confidence
value LRC(tkr) between 0 and 1. The following list
defines the local confidence ratings that we use for the
resources incorporated so far:

• Wiktionary : relative frequency of relation (fre-
quency of a relation / number of relations)

• OpenThesaurus: relative frequency of relation

• Wortschatz : relative frequency of relation

• Transl. WordNet : mean translation confidence.
Given a translation t1 for a WN synset s1 with
a reliability r1 ∈ [0, 1] and a translation t2 for
synset s2 with a reliability r2, and given R(s1, s2)
in WordNet we set the local resource confidence
of R(t1, t2) to the mean of r1 and r2.

• Hearst patterns: maximum likelihood. Given
two terms w1 and w2, matched by a pattern π
(w1πw2), we divide the matching frequency of
w1πw2 with the frequency of w1π

Even though ranging between 0 and 1, we acknowl-
edge that the mathematical properties as well as the
semantics of these measures are difficult to compare.
However, we prefer to exploit the confidence ratings
provided by the resources themselves than to assume
uniform confidence for every incoming relation.

3.3 Global resource confidence (GRC)

A hand-coded resource like Wiktionary is surely more
trustworthy than automated extraction techniques,
which yield usually rather noisy results. A relation
coming from Wiktionary should therefore receive a
higher overall confidence than one coming from a
pattern-based approach. Estimating the overall con-
fidence of a resource can be done by determining the
average LSA similarity for all n word pairs wi, wj fig-
uring in the relation triples tk of the resource r. A
high GRC value (formula 2) indicates that the terms
connected via relations in that resource fall into one
semantic field in real life texts. Table 2 shows GRC
values for the resources we have integrated so far in
LexO. A reference LSA space was calculated on a 101
million word corpus consisting of German Wikipedia
and newspaper articles from a German daily (Die
Tageszeitung, 1996 – 1999) and then reduced to 150
dimensions. For the calculation we used the Infomap
toolkit, v0.8.66, the co-occurrence window was set to
±100 words.

GRCr =
1
n

n∑
k=0

SimLSA(wi, wj) (2)

6http://infomap-nlp.sourceforge.net/



Source raw norm. human Dev.
Wiktionary 0.163 0.74 70% +4%
OpenThes. 0.147 0.68 74% -6%
Hearst-p. 0.109 0.51 57% -6%
transl. WN 0.087 0.41 40% +1%
Wortschatz 0.138 0.62 40% +22%

Table 2: LSA based confidence values and human
judgements for different resources.

To evaluate the accuracy of the calculated GRC
values, we drew for each resource a random test sam-
ple of 100 triples. These triples were manually eval-
uated by 3 human annotators. We asked the anno-
tators simply to label if the given relation holds or
not (e.g. ”Is X a hyponym for Y?”). The percentages
of correct relations, as judged by the annotators, are
also given in table 2.

As can be seen immediately, these results correlate
strongly with the GRC values, with one exception:
The GRC value of the Wortschatz data is obviously
overestimated by our automatic measure. This is due
to an apparent weakness of LSA, which is not able to
distinguish between the relation types. Further man-
ual inspection showed that the Wortschatz data con-
tain mostly relations which would more appropriately
be labeled as “near”-synonyms or loose associations,
not as true synonyms. The goal of our project is to
rely as little as possible on manual human inspection,
but so far, our GRC measure has no means to detect
relation mislabeling. For this reason we use mean-
while for the Wortschatz data a corrected GRC value
(0.40), and we will try to develop more sophisticated
measures in order to better estimate the reliability of
a resource.

3.4 Confidence from structural information

For the estimation of confidence for a given relation
we can not only exploit information inherent to the
relation and its resource, but also on evidence from
the already assembled data. One would probably as-
sume that a synonym relation (x, y) is more reliable,
if we have already the inverse relation (y, x) in the
data base. Likewise, if we find for a given hyponym
relation (x, y) its inverse hypernym pair (y, x) (this
counts also for mero- and holonyms), we want to give
it a higher confidence rating. Finally, due to the (nor-
mally assumed) transitivity of hyponymy, if we find
for a hyponym pair (x, y) also the hyponym pairs (y, z)
and (x, z), we can assume (x, y) to be more reliable.

To make use of this kind of information, we define
a range of indicator functions I1−4 returning 1, if one
of the following conditions holds for a given triple
R(x, y), and 0 else.

1. Synonym symmetry:
I1 = syn(x, y) ∧ syn(y, x)

2. Hypo-/hypernym correspondence:
I2 = hypo(x, y) ∧ hyper(y, x)

3. Mero-/holonym correspondence:
I3 = mero(x, y) ∧ holo(y, x)

4. Hypernym commonness:
I4 = hypo(x, y) ∧ hypo(x, z) ∧ hypo(y, z)

The list of indicator functions is not meant to be
exhaustive, there might be many more of such condi-
tions playing a role in confidence estimation.

3.5 Individual semantic similarity

As long as we regard semantic relations, we can as-
sume that the terms wk1 and wk2 of a triple tk have

a high semantic similarity as calculated by a method
like LSA. This gives us another confidence measure
for a given triple tk:

Sim(tk) = ν · (cosLSA(wk1, wk2)) (3)

The factor ν normalizes the result, so that it also
ranges between 0 and 1.

3.6 Integrated confidence

When we integrate the resources, we combine all sin-
gle confidence values by linear interpolation. The
LRC values (LRC(tkr)) of all resources for a rela-
tion are accumulated, according to the overall confi-
dence GRCr of the respective resource r. We then
add the structural confidence and the semantic simi-
larity score Sim.

IC(tk) = λ1 ·

(
ν

n∑
r=0

GRCr · LRC(tkr)

)
(4)

+λ2 · I1(tk)
+λi · Ij(tk) . . .

+λm · Sim(tk)

After integration, every relation triple tk has an inte-
grated confidence value IC, calculated from the single
confidence values of the resources, where tk appeared,
weighted by their respective GRC value, the struc-
tural confidence functions Ii(tk) and the similarity
function Sim(tk). λ1...n are the coefficients control-
ling the importance of each component and sum up to
1. They can be optimized by an EM -style algorithm
(cf. Dempster et al. 1977). ν is a normalizing factor,
assuring that the accumulated confidence scores re-
main between 0 and 1 and n the number of resources
integrated so far.

4 Syntactic integration

After a new set of relation hypotheses has been col-
lected from external sources, these data have to be
added to the already cumulated lexico-semantic re-
source (which is empty in the first iteration). In this
step we have to solve two main problems in order to
create an integrated and consistent data set: unifica-
tion of word senses and resolution of possible incon-
sistencies.

4.1 Dealing with word senses

One of the major problems in combining lexical data
from different resources lies in the discrimination of
word senses (WS). If the only identifier of a term
is its lexical form, it is impossible to automatically
distinguish polysemous words. This is not only im-
practical for many applications, it also leads to weird
constructions in the resulting ontology. Suppose a
data set contains the following triples:

hyponym(Tree, Plant)
hyponym(Tree, Structure)
hyponym(Oak, Tree)

Due to the transitivity of the relation hyponym
an automatic reasoner would infer here that an oak
is both a plant and a structure. Obviously, the
identifier Tree needs to be split (e.g. Tree1 for the
plant sense, and Tree2 for structure).



Fortunately, some of the resources that we are us-
ing (e.g. Wiktionary and OpenThesaurus) do distin-
guish WS, but most other data sets (esp. from au-
tomatic extraction methods) do not support WS dis-
tinction.

This problem of data integration is close to the
problem of mapping from a lexical resource to an on-
tology (or to another lexical resource). This issue is
discussed in the literature (cf. Niles & Pease 2003),
however, no general mapping strategy is available. In
LexO, we use corpora-based methods and contexts
of terms in data sets for WS disambiguation. We de-
fine a context for a term t in a resource r as a set
of all terms7 that co-occur with t in triples from r
(or co-occur with terms that co-occur with t). A
similar method was used for example by Buitelaar
& Sacaleanu (2001). The transitivity of hyponymy
and meronymy is used to extend a context of a term
t with all ”ancestors” of t. The word senses of terms
in the context sets are ignored, because every context
set is supposed to define proper WS of its members.

Given a set of triples S1 where the word senses are
distinguished, another set of triples S2 has to be in-
tegrated with S1. Let us first consider the case when
S2 distinguishes between word senses. We illustrate
this case by examples from Wiktionary and OpenThe-
saurus, presented in table 1. The term Stern (’star’)
is polysemous in both resources. The relations of
this term are used to build its context. The context
of Stern1 in OpenThesaurus is Asterisk, Asteriskus,
Sternchen and the context of Sternb in Wiktionary
is Asterisk, Sternchen, Symbol. Since these contexts
overlap (Asterisk, Sternchen), they are supposed to
define the same WS. Thus, Stern1 and Sternb are uni-
fied to Stern1 in the resulting integrated data set. Re-
sources may contain not enough information for word
sense unifying (e.g. for Stern3 and Sternc in our ex-
ample). In this case it is necessary to refer to external
information sources (cf. for example Dorow & Wid-
dows 2003), or a method like LSA (cf. 3) providing
a similarity measure for the contexts of Stern3 and
Sternc.

If a resource to be added does not distinguish be-
tween word senses, then every term from this set has
to be considered as potentially polysemous. Let us
consider the triples extracted from our Wortschatz
data. We cannot use the information about the com-
bined context of Stern anymore and have to treat
every triple separately. For example, if a triple syn-
onym(Stern, Filmstar) (’star’, ’movie star’) is to be
added, the context of Stern in this case will be lim-
ited to Filmstar. Again, an LSA-based method can
be used to measure the similarity between the term
Filmstar and the contexts of Stern in the integrated
data set (Asterisk, Symbol, ... (’asterisk’ , ’symbol’),
Himmelskörper, Gestirn, ... (’heavenly body’ sense)
and Mensch, Star (’person’ sense)).

4.2 Formulating Consistency Conditions

An important benefit of using a formalized ontologi-
cal database in applications is the possibility to rea-
son over the content of the ontology. For example,
the inference of a subsumption hierarchy may help
in formulating selectional restrictions, disambiguation
tasks etc. But if the ontology contains mistakes and
inconsistencies, reasoning may appear to be mislead-
ing and therefore pointless. There is a lot of liter-
ature on logical inconsistencies in ontological knowl-
edge bases (cf. Kalyanpur 2006). However, as far as

7At present we consider only the most general lexical-semantic
relations (synonymy, hyponymy, meronymy, antonymy). If more
specific relations will be added, a new methodology of constructing
term contexts can turn out to be necessary.

we know, no consistency constraints have been for-
mulated yet for lexical resources (such as WordNet).

As we do not make use of complex logical state-
ments (such as number restrictions, role inclusion,
etc.) our resulting ontology is simple from a logical
point of view.8 Still, it should obey certain structural
criteria: For example, we do not want to allow that
two or more semantic relations hold between a term
pair (e.g. synonym(w1, w2) and hyponym(w1, w2)).
Another structure that should be avoided are cycles;
cyclic definitions may occur, when one resource claims
that w1 is a direct or indirect hyponym of w2 while
another resource contains w2 as a hyponym of w1. Af-
ter the unification of word indices is completed, the
resulting hypothesis base is checked for consistency.
Some examples of the constraints are given below (x, y
stand for word senses, r stands for a relation).

1. Anti-reflexivity:
∀x, y, r : r(x, y) ∧ r(y, x) → x = y

2. Relation uniqueness:
∀x, y, r1, r2 : r1(x, y) ∧ r2(x, y) → r1 = r2

3. Transitivity:
∀x, y, r : r ∈ Trans ∧ r(x, y) ∧ r(y, x) → x = y

The anti-reflexivity constraint claims that terms
are not allowed to be connected with themselves.
Explicit reflexivity of synonymy is just redundant
whereas reflexivity of some other relations (e.g.
antonymy, hyponymy, meronymy) is wrong. The re-
lation uniqueness constraint claims that only one re-
lation can hold between two word senses. The tran-
sitivity constraint ensures that for relations that are
declared to be transitive (i.e. antisymmetric) no cy-
cles occur.

In our framework, inconsistency is resolved by
ranking the axioms provoking the inconsistency by
their confidence score. If a relation triple provokes
more than one inconsistency then its ranking will be
decreased. The relations with the lowest scores are
then iteratively excluded until the inconsistency is re-
solved. If two candidates for exclusion have an equal
ranking then the relation triple the removal of which
entailes less information loss (checked via inferences)
will be eliminated.

Since the WS unification step in our project has
not been finished yet, we cannot report about the
overall inconsistencies in the integrated structure.
However, a preliminary inconsistency evaluation of
every single data source is available. For example,
1426 term pairs connected with more than one rela-
tion where found in OpenThesaurus; Wiktionary con-
tains 1696 such pairs; in the Wortschatz data no such
pairs have been found.

The list of the inconsistency constraints is still
open. Probably some more constraints will be identi-
fied and added after the first evaluation of the result-
ing integrated resource has been completed.

5 The LexO architecture

The overall architecture of the LexO framework is
displayed in figure 1. We can distinguish three parts:
On the lefthand side we find all incoming resources.
They provide hypotheses in form of relation triples,
which are then integrated by the system. The LexO
engine (middle) manages the hypothesis database (in-
cluding confidence values and history for each entry)
and its translation to an ontology. On the righthand
side we find the output interfaces: A web access and

8Due to the lack of negation in the relations, the resulting struc-
ture cannot become logically inconsistent. We rather refer to struc-
tural consistency here.



Figure 1: The LexO Architecture

several export routines converting the data to differ-
ent output formats.

5.1 The hypothesis database

In LexO, a hypothesis is a lexical relation found in
some of the various resources that can be used as in-
put. An entry in this database contains the following
data:

• The relation itself as a triple (word-1, rela-
tion, word-2). If the resource provides sense
distinction (as e.g. Wiktionary or OpenThe-
saurus), the sense indices are kept together with
word-1 and word-2.

• A description of the source of the hypothesis

• A confidence value for the hypothesis (calculated
as shown in 3)

• A timestamp indicating when the hypothesis was
added

This organisation of the hypothesis base allows for
an incremental adding of new hypotheses as well as
revision and versioning. For any given point in time
the state of the hypothesis base can be reconstructed
so that the circumstances leading to a decision in the
ontology construction process can be analysed.

5.2 The LexO engine

The LexO engine is the central part of the frame-
work. It manages the database, provides facilities for
integrating, filtering and cleaning the raw data (rela-
tion triples) and builds up a structured representation
assuring pre-defined consistency criteria.

The main problem in the translation process is the
confidence-based selection of relations. All data is
considered to be more or less reliable (cf. section 3),
but, apart from the sanity conditions described in 4.2
(relation uniqueness, connectedness, acyclicity etc.)
we have no absolute reliability criterion. We therefore
apply a heuristic threshold on the confidence values,
depending on the overall growth of the ontology.

5.3 Import-/export interfaces

LexO provides a library of import and export func-
tions as well as a set of interfaces based on it. A num-
ber of scripts have been developed to convert each of
the resources to triple sets (with a-priori confidence
values, depending on the resource), and possibly word
sense distinction (if provided by the resource). After
conversion, a script deals then with the integration of
the triples, word sense unification and the import to
the triple store (SQL database). In this step, the con-
fidence values are updated, according to the method
described in section 3.

The database as well as the ontology can be
queried via a web interface (online soon!). This in-
terface will provide masks that allow to search for in-
dividual words and relations. Furthermore, another
set of converting tools will allow to export the on-
tology into different formats such as a set of OWL
clauses or as a WordNet-like database. Methods how
to achieve a reasonable OWL representation of lexical-
semantic relations have been presented by van Assem
et al. (2004) and Huang & Zhou (2007). Since plain
relations can also be of interest for many applications,
a database dump of the hypothesis base will also be
provided.

5.4 Evaluation scenarios

Since our project is still in its beginning, we cannot
offer any real evaluation of the data yet. However
we want to describe here, how an evaluation can be
performed. There are basically three complementary
strategies: The first is widely used in this domain,
because it is straightforward and quick; it is used, for
example, by Cimiano et al. (2005). The presupposi-
tion is here that we have a reference ontology at hand
(gold standard), to which we can compare our data.
In the simplest form, we then measure the overlap
of relations between our data set and the reference
resource in terms of recall and precision. There ex-
ist also more complex measures taking the structural
similarity into account (cf. Dellschaft & Staab 2006).
Our reference resource could be, for example Germa-
Net, the German word net. However, by determining
the overlap of our data with GermaNet, we evaluate
obviously not the overall quality, but foremost the



similarity with GermaNet, which is a questionable as-
pect.

The second strategy relies on direct inspection of
the data, it was used, for example, by Snow et al.
(2006). Here, human annotators evaluate a represen-
tative sample of the constructed data set. Whereas
this approach can be very accurate, given the sam-
ple is sufficiently large, it implies a lot of efforts and
cannot be used for the optimization of confidence pa-
rameters (cf. section 3), for example.

The third evaluation scenario is an indirect one.
Since the main aim of our project is to serve as
a structured semantic resource for NLP tasks, we
can evaluate its quality by assessing its performance
herein. Harabagiu & Moldovan (2000) for example
assess their enriched taxonomy on three tasks: word-
sense disambiguation, coreference resolution and in-
formation extraction. Measuring the performance of
an ontology in such a way implies of course a lot of ef-
fort, but it is an objective and independent measure.
For this reason we favor this strategy for evaluating
the quality of our data.

6 Conclusion and future work

We have proposed an architecture for collecting and
integrating lexical-semantic data from various re-
sources. All incoming relations are stored as hy-
potheses in a database, annotated with automatically
determined confidence values. An ontology is cre-
ated from this hypothesis base by interpreting certain
lexical-semantic relations as ontological statements.

We claim that this approach proves especially use-
ful when a broad range of different resources is com-
bined. Therefore we plan to implement additional
extraction methods to open up new sources of lexical-
semantic information. Beside new sources we will also
integrate more types of relations into the database.
Apart from that, future efforts will tackle the follow-
ing issues:

Parameter and threshold estimation: Our
project is still in the stage of data cumulation.
Whereas we have described in 3, how confidence val-
ues can be determined for each relation, we have not
optimized the necessary parameters yet. Moreover,
we have not yet determined a reasonable threshold for
the confidence scores. This kind of parameter tuning
takes a lot of time and work and will be subject to
our coming efforts.

Creating a common data structure using a top-
level ontology: In order to create an ontologically
uniform data structure, we want to use a hand-crafted
top-level ontology as a seeding ground onto which re-
lations from the database will be successively added.
By predefining the top-level concepts we have a means
to influence the overall growth of the resulting ontol-
ogy. However, since the further evolution of the struc-
ture strongly depends on the ontological properties of
the top-level categorization, it is crucial to construct
this structure with a lot of care. Here, the work of
Guarino (1998), Gangemi et al. (2002) and Guarino
& Welty (2004) will provide valuable guidelines.

Implementation of converters and interfaces:
In section 5 we described the output interfaces of our
system. These are not implemented yet, but we will
try to provide a usable web interface including the
possibility to download our data shortly.

Structural constraints and axiomatization: In
section 4.2 several simple consistency conditions for
our lexical ontology were formulated. However, this
set of constraints is definitely not exhaustive. In or-
der to define which constraints are necessary and suf-
ficient for achieving the proposed goals, we need to
develop a precise axiomatization of relations and top-
level categories in LexO (cf. Gangemi et al. 2001).
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